Checklists to prevent diagnostic errors: a pilot randomized controlled trial

Abstract

Background: Many diagnostic errors are caused by premature closure of the diagnostic process. To help prevent premature closure, we developed checklists that prompt physicians to consider all reasonable diagnoses for symptoms that commonly present in primary care.

Methods: We enrolled 14 primary care physicians and 100 patients in a randomized clinical trial. The study took place in an emergency department (5 physicians) and a same-day access clinic (9 physicians). The physicians were randomized to usual care vs. diagnostic checklist. After completing the history and physical exam, checklist physicians read aloud a differential diagnosis checklist for the chief complaint. The primary outcome was diagnostic error, which was defined as a discrepancy between the diagnosis documented at the acute visit and the diagnosis based on a 1-month follow-up phone call and record review.

Results: There were 17 diagnostic errors. The mean error rate among the seven checklist physicians was not significantly different from the rate among the seven usual-care physicians (11.2% vs. 17.8%; p=0.46). In a post-hoc subgroup analysis, emergency physicians in the checklist group had a lower mean error rate than emergency physicians in the usual-care group (19.1% vs. 45.0%; p=0.04). Checklist physicians considered more diagnoses than usual-care physicians during the patient encounters (6.5 diagnoses [SD 4.2] vs. 3.4 diagnoses [SD 2.0], p<0.001).

Conclusions: Checklists did not improve the diagnostic error rate in this study. However further development and testing of checklists in larger studies may be warranted.
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Introduction

The incidence of diagnostic errors in emergency departments and primary care clinics is unknown but estimated to be 5%–10% [1, 2]. Patient outcomes following diagnostic errors range from trivial to devastating, but outcome data are limited. The causes of diagnostic errors have been grouped into system errors, such as lost lab results, and thinking errors, such as cognitive biases and failed heuristics [3]. The causes have been further classified by Schiff and colleagues, who also gathered data on their frequency [4]. The most common cause in their study of 583 diagnostic errors was the physician’s failure to consider the correct diagnosis as a possibility. This finding was supported in a separate study of 100 diagnostic errors in which premature closure of the diagnostic process was the most common cause [5].

Efforts to prevent diagnostic errors have also been grouped into system interventions and cognitive interventions [6–8]. To help avoid premature closure, physicians can employ de-biasing strategies, such as diagnostic “time-outs” [8, 9] and decision support tools, such as “Isabel” (Isabel Healthcare Inc., USA), to help broaden the differential diagnosis [8, 10]. However, these interventions have not been adequately tested in clinical trials involving real patients. A recent review by McDonald and colleagues found only eight clinical trials in which diagnostic accuracy was the primary outcome and none of them tested a comprehensive de-biasing strategy or decision support tool [7].

The purpose of this study was to test a set of diagnostic checklists for common presenting symptoms in primary care. The checklists provided the differential diagnosis for...
common presenting symptoms, such as abdominal pain and dizziness. If such checklists were found to be effective and practical, they could potentially change the diagnostic process at the point of care.

**Materials and methods**

**Study design**

We conducted a randomized clinical trial with two parallel arms, comparing usual care with diagnostic checklists. A cluster design was used in which physicians, rather than patients, were randomly assigned to each study arm. Each cluster comprised one physician and three to 10 patients seen by that physician. The cluster design was used to help avoid contamination between study arms in which the physician might remember a more complete differential diagnosis with a usual-care patient who followed a checklist patient. Study procedures took place at the University of Iowa Hospitals and Clinics, in the emergency department and the family medicine same-day access clinic. The primary outcome was diagnostic error, which we defined as a meaningful discrepancy between the impression in the medical record and a 1-month follow-up diagnosis. A “meaningful” discrepancy was defined as one that would have likely changed the patient’s management as judged by the investigators. The follow-up diagnosis was based on a medical record review and a phone call to the patient to determine the clinical course and any subsequent medical encounters occurring outside the University of Iowa.

**Study sample**

All attending family physicians and emergency physicians at the University of Iowa were eligible for the study. Patients were eligible if they were over age 18 years and presented with one of the 63 symptoms addressed by the checklists (Appendix). The study was
approved by the University of Iowa Institutional Review Board and all physicians and patients signed informed consent documents before participating. The consent documents included the risk that the checklist could lead the physician away from an initially correct diagnosis, and the risk that it could prompt unnecessary testing. We continued to recruit patients until 100 completed the trial. We did not perform a sample-size calculation because the trial was primarily designed to troubleshoot study procedures and provide variance estimates for a future larger study.

**Intervention**

Physicians in the checklist group were asked to review a differential diagnosis checklist in the presence of the patient (Figure 1 and Supplemental Material that accompanies the article at http://www.degruyter.com/view/j/dx.2015.2.issue-3/dx-2015-0008/dx-2015-0008.xml?format=INT). The checklists were printed on 4x6 cards with one symptom per card. Each symptom included an average of 22 possible diagnoses (SD 10, range 8–59). Commonly missed diagnoses were marked with an asterisk. “Don’t-miss” diagnoses (those with potentially serious consequences if missed) were marked with an ace of spades. These designations were based on the investigators’ experience and previously published data [4, 11]. The diagnoses were ordered according to their prevalence in primary care, which was also based on the investigators’ clinical experience and a focused literature review [12–15]. The checklists used in this study were slightly modified from a previously published version [16].

**Procedures**

Eligible physicians received an introductory letter followed by a phone call or face-to-face encounter with the principal investigator to invite them into the trial. Eligible patients were approached by the principal investigator at the acute visit. Physicians were randomly assigned to usual care vs. checklist using a randomized block design.

In both study arms, physicians conducted the history and physical exam as usual, unobserved by the investigator, who stood outside the exam room. When usual-care physicians exited the room, the investigator asked for the primary diagnosis and the differential diagnosis along with the management plan. When checklist physicians exited, the investigator and physician immediately re-entered the exam room, and the physician verbally reported the primary diagnosis, the differential diagnosis, and the management plan to the investigator and patient. The physician then read aloud the diagnostic checklist in the presence of the patient and reported any revisions to the primary diagnosis, the differential diagnosis, and the management plan. During these encounters the investigator used pencil and paper to record physician responses and the time required to review the checklist.

All study procedures took place between June 2010 and May 2013. The checklist review process is illustrated in a 6-min video, available online (http://www.youtube.com/watch?v=uhPheuyPIw0). We asked physicians to read the checklists in the patient’s presence rather than outside the exam room because of anecdotal experience in which this practice prompted further history questions from the physician and valuable information from the patient.

One month after the acute visit, the principal investigator reviewed the medical record to obtain the diagnosis documented in the physician’s note for the acute encounter. Follow-up visits and hospitalizations were also reviewed to detect any evidence of a missed or delayed diagnosis. In addition, the investigator called the patient to ask about the subsequent course, any medical visits to other facilities, and any evidence of discrepancy with the initial diagnosis. The patients were aware of the purpose of the study, and during the phone call the investigator said, “We just want to make sure we made the correct diagnosis at the time of your visit”. These phone calls were not made if the medical record was sufficient to determine the accuracy of the initial diagnosis.

The principal investigator recorded the chart diagnosis and final diagnosis in an unblinded manner during the course of the study. After the last subject completed all study procedures, a copy of the data file was created in which all subject identifiers and study arm information were deleted. The two investigators then independently reviewed this file, blinded to physician identity and study arm to determine the existence of a meaningful discrepancy between the chart diagnosis and the final diagnosis. These judgments were subjective and dichotomous (meaningful discrepancy vs. no meaningful discrepancy). For example, a chart diagnosis of viral upper respiratory infection vs. a final diagnosis of sinusitis was considered meaningful because sinusitis could prompt antibiotic treatment.

**Data analysis**

We used descriptive statistics to determine the frequency of diagnostic errors, the number of diagnoses in the physician’s differential diagnosis, the frequency of symptoms, and the time required to review the checklist. The analysis of the trial results required methods designed for cluster randomized trials rather than simple odds ratios. We used a cluster-level analysis in which the physician was the unit of analysis and the outcome was a summary measure for each physician (the proportion of patients seen by that physician who sustained a diagnostic error). Because the number of physicians was small, we used the t-test to compare these error rates as recommended by Hayes and Moulton [17]. The t-test is robust to violations of assumptions related to normal distributions and equal variances [18–20], and it can be applied to comparisons involving extremely small samples [21]. All analyses were performed with Stata Version 12 (StataCorp).

**Results**

All 14 invited physicians agreed to participate. We invited 104 patients to participate and 103 (99%) agreed. After signing the consent document, one patient became ineligible when the study physician asked a different physician, not in the study, to see her instead. Two patients withdrew from the study without explanation after signing the consent document. Thus the final sample included 14 physicians (6 females and 8 males) and 100 patients (67 females and 33 males). The emergency room portion of the sample included five physicians and 42 patients. The same-day access portion of the sample included nine physicians and...
58 patients. The usual-care group comprised seven physicians and 47 patients. The checklist group comprised 7 physicians and 53 patients. We did not use imputation methods to perform an intention-to-treat analysis because the number of withdrawals was so small (n=3).

There were 17 diagnostic errors. The mean error rate among checklist physicians was not statistically different from the error rate among usual-care physicians (11.2% vs. 17.8%, p=0.46) (Table 1). In a post-hoc subgroup analysis, emergency physicians in the checklist group had a lower error rate than emergency physicians in the usual-care group (19.1% vs. 45.0%, p=0.04). The error rates in the same-day access clinic did not differ significantly between the checklist and usual-care groups (5.3% vs. 6.9%, p=0.77).

There were no important discrepancies between the two investigators in their independent judgments about the existence of a meaningful discrepancy between the initial diagnosis and the 1-month final diagnosis. The final diagnosis was evident from the medical record in 28 of the 100 patients. Of these 28 patients, 9 were hospitalized. The hospital record confirmed a correct initial diagnosis in 5 of these 9 and a diagnostic error in the remaining 4. Among the 19 non-hospitalized patients, 18 had follow-up clinic visits that confirmed a diagnostic error in 3 cases and a correct initial diagnosis in 15 cases. The remaining patient had no clinic follow-up but was not called because of an unstable psychiatric condition.

We attempted to reach the remaining 72 patients by phone and were successful with 62 of them (86%). We arbitrarily assumed that the remaining 10 patients received the correct diagnosis at the initial visit. These 10 patients included 8 from the usual care group and 2 from the checklist group.

Only one physician was prompted by the checklist to change the diagnosis from incorrect to correct during the acute visit. The patient presented with leg edema and was initially diagnosed with edema secondary to renal failure. After reviewing the leg-edema checklist, the physician changed the diagnosis to edema secondary to medication (a non-steroidal anti-inflammatory drug and a beta blocker). After both medications were stopped, the leg edema resolved. There were no cases in which an initially correct diagnosis was changed to an incorrect diagnosis after reading the checklist.

The number of diagnoses in the physician’s reported differential diagnosis was larger in the checklist group than the usual-care group [6.5 diagnoses (SD 4.2) vs. 3.4 diagnoses (SD 2.0), p<0.001]. Among checklist physicians, the number of diagnoses increased from a mean of 4.3 (SD 3.2) before reading the checklist to 6.5 (SD 4.2) afterward (p<0.001). The checklist prompted additional testing in only one patient: a thyroid stimulating hormone in the previously described patient with leg edema. The average time to read the checklist was 80 seconds (SD 41 seconds, range 15–180 seconds).

Physicians requested that the checklist review occur outside the exam room for 14 of the 53 checklist patients (26%). We did not systematically document the reasons for these requests, but they generally arose from the physician’s anticipation that the patient might be upset after hearing possible causes for their presenting symptom. However, one physician requested that all checklist reviews occur outside the exam room. Among the remaining 39 patients who heard the checklist review, we had no indication that any became upset. The two patients who withdrew from the study did not hear the checklist reading.

The 100 study patients presented with 25 unique symptoms. The most common were abdominal/pelvic pain (total=17; checklist=10, usual care=7), back pain (total=10; checklist=5, usual care=5), cough (total=10; checklist=4, usual care=6), chest pain (total=7; checklist=6, usual care=1), generalized rash (total=7; checklist=4, usual care=3), and ear pain (total=6; checklist=2, usual care=4). There were 60 unique final diagnoses. The three most common were musculoskeletal back pain (n=9), urinary tract infection (n=7) and viral upper respiratory infection (n=6).

During the analysis, the investigators became aware of potential misclassifications in which “meaningful” discrepancies that met our definition of diagnostic error

---

Table 1: Diagnostic error rates among checklist vs. usual-care physicians.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Checklist</th>
<th>Usual care</th>
<th>p-Value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined same-day access clinic and emergency department</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physicians, n</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>53</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>Mean Error Rate (SD)b</td>
<td>11.2% (9.7%)</td>
<td>17.8% (20.4%)</td>
<td>0.46</td>
</tr>
<tr>
<td>Same-day access clinic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physicians, n</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>26</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>Mean error rate (SD)b</td>
<td>5.3% (6.1%)</td>
<td>6.9% (9.6%)</td>
<td>0.77</td>
</tr>
<tr>
<td>Emergency department</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physicians, n</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Patients, n</td>
<td>27</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Mean error rate (SD)b</td>
<td>19.1% (8.0%)</td>
<td>45.0% (7.1%)</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*p-Values are based on the t-test of differences between mean error rates. tThe error rate for each physician equals the number of patients with diagnostic errors seen by that physician divided by the total number of patients seen by that physician.
might not have actually been errors (Table 2). With the exception of nomenclature discrepancies, we treated these potential misclassifications as diagnostic errors in the analysis. For example, one case involved an initial diagnosis of viral upper respiratory infection paired with a final diagnosis of bacterial sinusitis. This was a “meaningful” discrepancy that prompted an antibiotic prescription at a return visit, but it may have simply represented progression of disease rather than an incorrect initial diagnosis. In addition, some emergency physicians used the presenting symptom for the final impression (e.g., abdominal pain) rather than documenting a diagnosis that would have supported the treatment plan (e.g., abdominal pain) rather than documenting a diagnosis that would have supported the treatment plan (e.g., abdominal pain). During the study we learned, anecdotally, that this practice may be based on medicolegal considerations in emergency medicine. Although our judgments about misclassification were subjective, at least 3 of the “errors” in the emergency room could have represented this type of misclassification, whereas none of the same-day access errors did.

Among the 17 patients with diagnostic errors, there were no deaths, 10 patients whose treatment was delayed, and seven with no apparent adverse consequences. Among the 10 patients with delayed treatment, three required hospitalization.

**Discussion**

**Main findings**

In this study, physicians who reviewed a diagnostic checklist generated a broader differential diagnosis than physicians who did not review the checklist, but there was no significant improvement in their diagnostic error rates. The checklist review usually took <2 min and appeared to be acceptable to both patients and physicians. Concerns that the checklist might prompt unnecessary testing or lead the physician away from a correct initial diagnosis proved to be unfounded in this study. We found six types of misclassification that could falsely elevate diagnostic error rates in studies like this one, where the patient’s clinical course was used to detect errors.

**Comparison with other studies**

We searched PubMed to find studies of checklists to prevent diagnostic errors and retrieved 442 articles on November 21, 2014 using the Mesh term “Diagnostic Errors” combined with the text word, “checklists”. Among these 442 articles, six addressed the use of checklists to expand the differential diagnosis [22–27], but none evaluated their efficacy in preventing diagnostic errors. Computerized decision support tools, such as Isabel and DXplain offer potential advantages over the simple checklists used in this study because they can narrow the differential diagnosis to fit the patient’s clinical data. They have performed well in simulated [10, 28–32] and real settings [28, 29] but have not been tested against usual care in randomized controlled trials.

**Limitations**

Our findings should be viewed in light of several limitations. The study was not powered to find important differences between checklists and usual care. An adequately
powered trial would have required 230 patients in each arm, assuming a 20% error rate in the control group, a 10% error rate in the checklist group, a cluster size of 10 patients per physician, a significance level (alpha) of 0.05, a power of 80%, and an intracluster correlation coefficient of 0.019, which was the actual correlation coefficient in the current study [18]. Other limitations included our inability to blind subjects to the intervention, the lack of blinding of the investigator who recorded the chart diagnosis and final diagnosis, the lack of a 1-month follow-up diagnosis for 10 patients, the potential selection bias resulting from recruitment at a single academic center, and our inability to control for potential confounding factors such as the discussion about the differential diagnosis that occurred in the patient’s presence for checklist physicians but not for usual-care physicians. Checklist physicians, knowing that they would soon be reading a diagnostic checklist, may have given more critical thought to the diagnosis even before they reviewed the checklist. We sampled only faculty physicians and speculate that trainees might derive more benefit from checklists. The post hoc nature of the subgroup analyses in Table 1 and the borderline statistical significance among emergency physicians could generate hypotheses for future studies, but the conclusion from this study is that there is no proven benefit from diagnostic checklists. Strengths of the study include its randomized controlled design and the inclusion of real patients rather than simulated patients.

Implications

Despite the negative findings in this study, diagnostic checklists may deserve further development and evaluation. The checklists in this study might be viewed as a low-tech alternative to more sophisticated decision support tools such as Isabel and DXplain, but we envision a different role for checklists. We designed the checklists for use every time, before the patient leaves the clinic or emergency department, similar to an airline pilot’s checklist, which is used every time before take-off and before landing. In contrast, computerized decision support tools may be more appropriate for challenging cases and for use after clinic hours when the physician has more time to enter data into a computer. However, studies have found that physicians are not good judges of when they may be more appropriate in busy outpatient settings. This could be accomplished by reading only the first 10 or 15 diagnoses, which, because of their ordering by prevalence, would likely include the vast majority of patients in primary care. But before checklists can be recommended for routine use, they must be shown to be practical and beneficial in real-world settings. Future studies will require larger samples, more rigorous attempts to blind the investigators, and more systematic methods for addressing the different types of error misclassification found in this study.
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