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Abstract

Background. Being confronted with uncertainty in the context of health-related judgments and decision making can give rise to the occurrence of systematic biases. These biases may detrimentally affect lay persons and health experts alike. Debiasing aims at mitigating these negative effects by eliminating or reducing the biases. However, little is known about its effectiveness. This study seeks to systematically review the research on health-related debiasing to identify new opportunities and challenges for successful debiasing strategies.

Methods. A systematic search resulted in 2748 abstracts eligible for screening. Sixty-eight articles reporting 87 relevant studies met the predefined inclusion criteria and were categorized and analyzed with regard to content and quality. All steps were undertaken independently by 2 reviewers, and inconsistencies were resolved through discussion. Results. The majority of debiasing interventions (n = 60) was at least partially successful. Optimistic biases (n = 25), framing effects (n = 14), and base rate neglects (n = 10) were the main targets of debiasing efforts. Cognitive strategies (n = 36) such as “consider-the-opposite” and technological interventions (n = 33) such as visual aids were mainly tested. Thirteen studies aimed at debiasing health care professionals’ judgments, while 74 interventions addressed the general population. Studies’ methodological quality ranged from 26.2% to 92.9%, with an average rating of 68.7%.

Discussion. In the past, the usefulness of debiasing was often debated. Yet most of the interventions reviewed here are found to be effective, pointing to the utility of debiasing in the health context. In particular, technological strategies offer a novel opportunity to pursue large-scale debiasing outside the laboratory. The need to strengthen the transfer of debiasing interventions to real-life settings and a lack of conceptual rigor are identified as the main challenges requiring further research.
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When being confronted with uncertainty, people tend to apply heuristic principles. These “cognitive shortcuts” are useful tools for “fast and frugal” decision making as they “employ a minimum of time, knowledge, and computation to make adaptive choices in real environments.” Despite their usual efficiency, heuristics have also been found to give rise to the occurrence of systematic biases, meaning that they can result in predictable errors in thinking. These can lead to a deviation from the normatively expected judgment with potentially negative effects on the decision outcome. A plethora of different biases has been identified in the literature, including those relating to medical decision making. Systematic biases can impair the judgment of the general population and health care professionals alike, with occasionally severe consequences for the people affected by the decision.

When biases have unwanted effects on people’s judgments and decisions (i.e., decision makers would prefer not to be affected by the bias if they were aware of it), debiasing becomes relevant. It aims at inhibiting the detrimental effects by eliminating or mitigating the bias to
improve the information processing and its subsequent outcome.\textsuperscript{11,15}

The attempt to develop specific strategies to counter particular biases has led to a considerable fragmentation of the research field, leaving doubts about the worth and necessity of debiasing.\textsuperscript{9,10,16–18} The criticism is mainly rooted in the absence of longitudinal effects,\textsuperscript{11,16,19} a neglect of the existing evidence base,\textsuperscript{16} and a lack of ecological validity since most debiasing research has been conducted in a controlled laboratory setting.\textsuperscript{9,16,18} A further critique is the missing theoretical coherence\textsuperscript{11} and the use of vague labels instead of precise definitions, with the latter aspect referring to debiasing and the heuristics and biases program alike.\textsuperscript{16,20}

In an effort to overcome the fragmentation of the field, various classification schemes have been proposed that offer a framework for the categorization of debiasing strategies.\textsuperscript{6,9,10,14,15,18} Larrick,\textsuperscript{10} for instance, suggested a distinction between motivational, cognitive, and technological strategies. These categories are based on the different approaches one can adopt to approximate the normative ideal of reasoning.\textsuperscript{10} The assumption underlying motivational strategies is that people are able to apply normative reasoning and that they will make use of it if they are motivated enough to do so.\textsuperscript{10} Motivation can, for instance, be increased by holding people accountable for their decisions or offering incentives.\textsuperscript{10} In contrast, cognitive and technological strategies rely on the presumption that “intuitive strategies are imperfect” and that people need to substitute them for strategies nearing normative standards.\textsuperscript{10} While cognitive strategies reduce biases by prescribing feasible, often context-specific rules such as “consider-the-opposite” or educational trainings, technological strategies use “techniques external to the decision maker” to approach normative reasoning.\textsuperscript{10} Technological strategies may be further differentiated into the use of computer-based applications such as decision support systems or a restructuring of the presented information, as is the case with decision aids that present risks and benefits of options in a balanced manner to facilitate decisions consistent with patients’ values and preferences.\textsuperscript{10,21}

Although the development of taxonomies enables the building of less comprehensive “midrange theories.”\textsuperscript{22} which precede the formulation of universal theories and can be a first step to address the issue of theoretical incoherence,\textsuperscript{18,22} a majority of health-related debiasing studies do not refer to them.\textsuperscript{23–26} Moreover, it is still unclear what constitutes a successful debiasing strategy and whether the evidence points to a balance between the costs and benefits of debiasing efforts.\textsuperscript{17} While there are several reviews on diagnostic errors and their cognitive remedies,\textsuperscript{5,27–29} no such overview is available for the general health context and a broader spectrum of debiasing interventions also including technological or motivational strategies.

At the same time, there appears to be a revival of the debiasing discussion\textsuperscript{5,17,27,28} with a significant amount of primary research on health-related debiasing currently emerging.\textsuperscript{24,30–33} If debiasing research wants to substantiate its claim to contribute to the improvement of health-related decision making,\textsuperscript{16} conducting research in a “one-shot” manner\textsuperscript{22} is, however, not enough. Instead, a more systematic approach that builds on previous research and addresses the prevailing criticism is needed. Accordingly, the purpose of the present systematic review is to address the field’s fragmentation by systematically synthesizing, categorizing, and analyzing the existing debiasing research in the health domain. This will allow for conclusions about the actual effectiveness of health-related debiasing and lead to the identification of opportunities and challenges for the development of future debiasing interventions targeting both the general population and health care professionals.

Methods

Research Protocol and Systematic Search

A research protocol detailing the study’s components was developed by the authors and reviewed by an external expert of judgment and decision-making research prior to conducting the systematic review. We performed a systematic literature search in 14 electronic databases: Academic Search Complete, CINAHL, Communication and Mass Media Complete, PsycARTICLES, PsycInfo, Psychology and Behavioral Sciences Collection, SociINDEX with Fulltext, Annual Reviews, CENTRAL (via Cochrane Library), Google Scholar, ISI Web of Knowledge, PubMed (including Medline), Science Direct, and Scopus. This search was complemented by a
hand search of bibliographies of included studies. To achieve a comprehensive overview of the field, gray literature, such as dissertations and conference papers, were also included.

The search string comprised 3 elements of interest, namely, the 1) debiasing of 2) judgments and decision making in the 3) health context, and was adapted to the respective databases. PsycArticles was, for example, searched using the search string (debiasing OR “cognitive bias modification” OR “reduce cognitive bias” OR “reverse cognitive bias”) AND (“risk communication” OR “risk perception” OR decision-making OR judgment OR judgement) AND (medicine OR medical OR health*). Studies were considered if published until 6 October 2016. No other time restrictions were applied.

Inclusion and Exclusion Criteria
To be included, studies had to investigate the effects of a debiasing intervention in the context of judgment and decision making. Studies that pursued an improvement of performance in a broader sense, and therefore only implicitly touching upon possible biases while focusing on different theoretical concepts, were not included. Further, studies had to be conducted in a medical context, thus reflecting “decisions made in a clinical setting by either patients or medical personnel”13 or a general health context representing judgments and decisions made in the broader area of health promotion and disease prevention. Third, only primary studies with a (quasi-)experimental design were included. Studies from the field of clinical psychology that are associated with psychological dysfunctions were excluded from the review.27

Data Collection and Analysis
The systematic search was conducted by the first author. Duplicates were removed, and all titles and abstracts were screened for eligibility by 2 reviewers. If studies met the inclusion criteria or if a decision could not be made based on the abstract, full texts were obtained. Relevant data were extracted from all eligible papers. To systematically categorize the debiasing strategies, we used an adapted version of Larrick’s10 taxonomy (see Supplementary Appendix 1). We deemed Larrick’s categorization scheme10 the most suitable for our purposes as it can be applied to any type of decision context. It further provides selective categories that directly refer to interventions aimed at improving people’s judgments and decision making as opposed to taxonomies that mainly focus on the biases themselves and are therefore narrower in nature. Since we realized during the coding process that Larrick’s categories do not capture debiasing strategies that aim to correct a biased risk perception by eliciting emotional states within the decision maker, we added a fourth category called “affective strategies” following inductive reasoning.

The studies’ quality was assessed using the QATSDD tool34 providing a checklist with 14 criteria for quantitative studies that can each be awarded a score from 0 to 3. The tool considers aspects such as the explicitness of the theoretical background, the data collection process, or a fit between hypotheses and applied statistical analyses.

Results
The systematic search resulted in 2748 papers to be screened, of which 68 articles comprising 87 relevant studies were included in the review (Figure 1; an additional search requested by Medical Decision Making included the term “diagnos*” and led to a screening of 1093 titles and abstracts and 6 additional full texts. As none of these studies met the inclusion criteria, the flow diagram of the initial search is presented.) The results show a continual increase in research output over time (this rise may partially be related to an overall increase of research output during the past decades; Figure 2). This includes 62 peer-reviewed journal articles, 5 dissertations, and 1 conference full paper.

Methodological Quality
Methodological quality of the 68 articles ranged from 26.2% to 92.9%, with an average rating of 68.7%. The quality appraisal identified an insufficient indication of sample size considerations (\( n = 59 \)), a lack of statistical assessment of reliability and validity of measurement tools (\( n = 48 \)), and missing evidence for pilot testing or user involvement in the study design (\( n = 46 \)) as the most prominent methodological weaknesses.

Sample Population
The sample sizes ranged from 12 to 2012 participants (\( \bar{x} = 289.4, s = 366.3 \)). Most studies (85.1%, \( n = 74 \)) focused on debiasing within the general population, while only a minority of studies (14.9%, \( n = 13 \)) investigated possibilities to overcome biases of health care professionals. Students made up most participants in both target groups: in 46 of the 74 studies addressing lay people (62.2%) and in 10 of the 13 studies targeting health care professionals (i.e., the targeted health care professionals...
were still in training as opposed to independently practising psychologists or physicians; 76.9%), they represented at least part of the sample. (The participants of 3 studies were coded as “young adults unspecified” as the authors did not provide any further background about their sample except from the age range.)

Fifty-four (62.1%) experiments explicitly reported the random assignment of participants to experimental and control groups. Fourteen studies (16.1%) applied a quasi-experimental design (e.g., making comparisons between separate interventions and different participant populations). For 19 (21.8%) studies, it could not clearly be determined whether a random allocation of participants took place, as the respective reporting of information was incomplete.

**Addressed Biases**

The majority of studies (n = 75) aimed to eliminate or reduce one type of bias (see Table 1 for a definition of included biases). Eight studies sought to mitigate 2 different biases, 3 studies tackled 4 types of biases, and the
authors of 1 paper attempted to debias 5 different biases within 1 investigation. Most often, debiasing strategies were directed toward an elimination of people’s optimistic bias (n = 25), followed by the attempt to debias framing effects (n = 14) or a base rate or denominator neglect (n = 10; see Supplementary Appendix 2 for further details).

### (In)consistent Use of Terminology

Although all included studies tested strategies to overcome negative effects of biases, this was not always explicitly stated. Forty of 68 papers (58.8%) used the term “debiasing,” while the remaining 28 articles used expressions such as “overcome common decision errors”\(^n=36\) or “eliminate unrealistic optimism.”\(^n=37\) Similarly, only one-quarter of studies (n = 17) provided a clear definition of debiasing. The remaining papers explained the term in context, for example, by describing the expected effects of the intervention or interpreting the results in the light of improved judgment and decision making.

### Taxonomy of Debiasing Strategies

Cognitive and technological debiasing strategies were most often tested, with a notable increase of applications over the past 10 years (see Figure 3). Cognitive strategies, which primarily aim at improving people’s critical thinking skills,\(^n=17\) were used in 36 of 87 studies (41.1%). These strategies often comprised training to raise awareness of and acquire techniques for avoiding cognitive biases.\(^n=32,33,38-41\) Thirty-three studies (37.9%) applied a technological debiasing strategy\(^n=10\) (e.g., by providing graphical in addition to statistical information to eliminate framing effects or base rate neglects).\(^n=42-44\) Two studies (2.3%) employed a motivational debiasing strategy by holding people accountable for their decisions.\(^n=45\)

## Table 1 Overview and Explanation of Mainly Addressed Biases

<table>
<thead>
<tr>
<th>Biases according to Their Coding</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Framing effect</td>
<td>“The psychological principles that govern the perception of decision problems and the evaluation of probabilities and outcomes produce predictable shifts of preference when the same problem is framed in different ways.”(^n=55p453)</td>
</tr>
<tr>
<td>Optimistic bias</td>
<td>“According to popular belief, people tend to think they are invulnerable. They expect others to be victims of misfortune, not themselves. Such ideas imply not merely a hopeful outlook on life, but an error in judgment that can be labelled unrealistic optimism.”(^n=56p806)</td>
</tr>
<tr>
<td>Base rate neglect (also denominator neglect and pseudo diagnostic reasoning)</td>
<td>“… refers to people’s tendency to pay too much attention to numerators in ratios (i.e., the number of times a target event has happened) and insufficient attention to denominators (i.e., the overall opportunities for it to happen).”(^n=57p391)</td>
</tr>
<tr>
<td>Hindsight bias</td>
<td>“… reporting an outcome produces an unjustified increase in its perceived predictability, for it seems to have appeared more likely than it actually was.”(^n=58p288)</td>
</tr>
<tr>
<td>Overconfidence</td>
<td>“… an individual’s overvaluation of her or his own skills, knowledge, or judgment.”(^n=59p498)</td>
</tr>
<tr>
<td>Anchoring bias</td>
<td>“… people make estimates by starting from an initial value that is adjusted to yield the final answer. The initial value, or starting point, may be suggested by the formulation of the problem, or it may be the result of a partial computation.”(^n=62p14)</td>
</tr>
<tr>
<td>Availability bias</td>
<td>“… situations in which people assess the frequency of a class or the probability of an event by the ease with which instances or occurrences can be brought to mind.”(^n=62p11)</td>
</tr>
<tr>
<td>Confirmation bias (includes related biases such as positive hypothesis testing, search satisficing, premature closure)</td>
<td>“… tendency to perceive more support for [one’s prior] beliefs than actually exists in the evidence at hand.”(^n=60p149)</td>
</tr>
<tr>
<td>Impact bias</td>
<td>“… people overestimate the intensity and duration of their emotional reactions to future events—even when they know what the future event is likely to entail and they are not in a particularly ‘hot’ or ‘cold’ emotional state at the time of making their forecast.”(^n=61p131)</td>
</tr>
<tr>
<td>Order effect</td>
<td>“… refers to the phenomenon that the temporal order in which information is presented affects the final judgment of an event.”(^n=62p569)</td>
</tr>
</tbody>
</table>
Thirteen studies (14.9%) applied an affective strategy aiming at overcoming biases (e.g., by using in-group v. out-group framing or inducing feelings). Finally, 3 studies applied a mixed intervention, twice consisting of a cognitive and a technological strategy and 1 time of a combination between an affective and a technological strategy (see Supplementary Appendix 2 for a list of all reviewed strategies).

Effectiveness of Debiasing Interventions

Across the 87 interventions, 69.0% (n = 60) of debiasing interventions were completely or partially successful. More specifically, 37 studies (42.5%) found support for all their debiasing-related hypotheses, and 23 studies (26.4%) did so for at least 1 of their assumptions. The authors of 25 studies (28.7%) concluded that their debiasing attempt was ineffective. In 1 study, the debiasing strategy’s effectiveness was irrelevant since the assumed biases did not occur.

Consider the main types of addressed biases, a slight advantage for overcoming the framing effect and denominator neglect emerges. In 90% of the cases (n = 9), it was at least partially possible to debias the denominator neglect. Similarly, 85.7% (n = 12) of anti-framing-effects strategies led to a positive outcome. The optimistic bias appears to be more robust: 64.0% (n = 16) of interventions achieved a debiasing effect, whereas 36.0% (n = 9) did not.

Further, if a sample consisted (partially) of students, debiasing was successful in 71.4% (n = 40) of cases. Nonstudent samples could be debiased in 64.3% of analyzed cases (n = 18).

Discussion

Conclusions

Overall, this systematic review finds that debiasing interventions in the health context appear to work better than their reputation might adumbrate: more than two-thirds of the reviewed interventions were at least partially effective. Optimistic biases, framing effects, and biases related to base rate neglects were the main targets of debiasing efforts. This mirrors the results of a recent systematic review on cognitive biases in medical decision making, in which framing effects, relative risk bias, and the availability bias were most often identified. (In the review, relative risk bias was defined “as stronger inclination to [choose treatment] when presented with the relative . . . risk than when presented with the same [information] described in terms of the absolute . . . risk,” according to Forrow and colleagues. It is therefore regarded as similar to base rate neglect.)

With regard to the categorization of debiasing techniques, one notes an imbalance in favor of cognitive (41.4%) and technological (37.9%) strategies. While the high prevalence of cognitive strategies could be explained by the origin of the heuristics and biases program during the great rationality debate with a strong focus on cognitive factors, the emergence of technological interventions is a novelty. Their increase over time from 2 interventions between 1982 and 1993 to 23 studies during the past 10 years might point to the adoption of a broader perspective on what constitutes rationality and debiasing.

Thus, there is a shift from the sole focus on cognitive aspects to the consideration of the decision environment and integrated tools to approach rationality. Yet the rise of technological strategies leads to a need for further differentiating between debiasing techniques within this category. This may include the establishment of subgroups capturing different technological approaches. Such subcategories could, for example, distinguish between strategies comprising the restructuring of information to facilitate information processing, as done by decision or visual aids, on the one hand, and strategies using technology to design entire information environments promoting unbiased reasoning on the other hand.

Although the effectiveness across types of strategies needs to be interpreted with caution, technological interventions appear to be promising with a success rate of 87.9%. Cognitive strategies, in turn, yielded mixed effects as they worked in half of the studies. This finding
supports the prevailing skepticism toward the feasibility and usefulness of cognitive interventions in relation to their transferability and resource needs.\textsuperscript{5,10,17} One reason for the limited success of cognitive strategies might relate to the different kinds of biases that exist (i.e., those that stem from a “failure to know or apply an explicit rule of inference” and those that result from unconscious or irrepressible mental processes, also called “mental contamination”).\textsuperscript{14} While the first category could be overcome with teaching cognitive strategies—given people’s awareness and motivation to correct the bias\textsuperscript{14}—the latter might be more effectively addressed by the provision of external tools that facilitate comprehensive information processing. Nevertheless, it will be a future challenge to integrate technological interventions into people’s daily lives. On a policy level, this challenge relates not only to the development of decision tools and easy-to-process information presentation formats but also to their implementation, dissemination, and the provision of large-scale access. On an individual level, the main challenge will be to demonstrate to potential users the benefits of these tools and how they can be adopted.\textsuperscript{10}

**Limitations**

This study is not without limitations. First, even though we conducted a systematic and comprehensive search, some articles may be missing in this systematic review. This is especially conceivable for papers that do not use the applied terminology related to debiasing and systematic biases or study performance improvement in a broader sense.\textsuperscript{20,51} Second, the findings of this systematic review might be limited because of publication bias. That is, we cannot judge how many articles have not been published or written because the applied debiasing strategy was not effective. Third, in the field of diagnostic reasoning, there exist several excellent reviews that are concerned with cognitive or dual-process interventions to reduce diagnostic errors.\textsuperscript{5,27–29} These studies review cognitive interventions to improve diagnostic reasoning and include a broader range of underlying reasons for diagnostic failures. In turn, we focus on how to remedy biased judgments and decisions but expand this investigation beyond cognitive interventions and also capture lay people’s decision making and a variety of thematic contexts. Last, it was not possible to conduct a meta-analysis because of the different ways in which debiasing was conceptualized, operationalized, and measured.\textsuperscript{52}

**Implications for Future Research**

Several implications for future debiasing research can be drawn from this systematic review. Considering the new possibilities to implement technological debiasing strategies as well as their high effectiveness, their further investigation seems auspicious. Technological strategies also afford the opportunity to address several of the points of criticism related to debiasing research. First, as the provision of “tools external to the decision maker”\textsuperscript{10} is most useful in real-life settings, technological interventions call for a testing outside the laboratory context. The use of technological interventions further allows for debiasing on a large scale as the change of the information environment requires as much effort for one user as for a thousand, a feature that distinguishes technological from cognitive strategies, in which a bigger sample population requires more resources. Here, it is crucial to note that the term technological strategies might be misleading as they do not necessarily comprise a complex intervention based on technology but also refer to simple changes with respect to the format in which information is displayed.\textsuperscript{10,42–44} Future research could address this issue conceptually by proposing an updated definition of technological debiasing that is more differentiated and takes the empirical advance of strategies within this category into account.

Moreover, it is worth considering that the majority of studies draw their conclusions from studies involving student samples. While this review does not find any differences between student and nonstudent samples related to effectiveness, these differences might emerge with an increasing number of heterogeneous samples. To gain more valid insights into the long-term relevance and adequacy of debiasing interventions, studies with more representative samples are needed.

Also, debiasing research still faces some major challenges when it comes to theoretical rigor. The lack of internal coherence across the different studies needs to be addressed by future research. The terminology that is used when talking about the various types of biases and debiasing strategies varies considerably.\textsuperscript{18} This applies to the seemingly arbitrary labeling of biases (e.g., optimistic bias, optimism bias, and comparative optimism all refer to the same phenomenon) as well as to the inconsistent use of the term debiasing. The question referring to what constitutes the core of debiasing research and how debiasing can be distinguished from similar concepts such as nudging\textsuperscript{53} or boosting\textsuperscript{54} goes hand in hand with this issue but relates to a desire for external discrimination. Especially the stronger environmental focus of technological debiasing strategies may result in confusing these approaches, with researchers rightly asking about unique features of each approach.

In conclusion, debiasing interventions have the potential to enhance health-related judgments and decisions of
health care professionals and the general population and thus merit further investigation. Especially technological strategies offer a promising opportunity to pursue large-scale debiasing outside the laboratory through creating a fit between human thinking processes and the respective information environment. Future debiasing research will face 2 main challenges: First, the transfer of debiasing interventions to real-life settings in which people routinely and willingly use debiasing tools is required. Second, researchers need to address the issue of theoretical rigor by distinctly defining the singularities and underlying assumptions of their approach taken to differentiate it from related concepts.
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