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ABSTRACT

This review considers the feasibility of reducing or eliminating the three major categories of diagnostic errors in medicine:

1. “No-fault errors” occur when the disease is silent, presents atypically, or mimics something more common. These errors will inevitably decline as medical science advances, new syndromes are identified, and diseases can be detected more accurately or at earlier stages. These errors can never be eradicated, unfortunately, because new diseases emerge, tests are never perfect, patients are sometimes noncompliant, and physicians will inevitably, at times, choose the most likely diagnosis over the correct one, illustrating the concept of necessary fallibility and the probabilistic nature of choosing a diagnosis.

2. “System errors” play a role when diagnosis is delayed or missed because of latent imperfections in the health care system. These errors can be reduced by system improvements, but can never be eliminated because these improvements lag behind and degrade over time, and each new fix creates the opportunity for novel errors. Tradeoffs also guarantee system errors will persist, when resources are just shifted.

3. “Cognitive errors” reflect misdiagnosis from faulty data collection or interpretation, flawed reasoning, or incomplete knowledge. The limitations of human processing and the inherent biases in using heuristics guarantee that these errors will persist. Opportunities exist, however, for improving the cognitive aspect of diagnosis by adopting system-level changes (e.g., second opinions, decision-support systems, enhanced access to specialists) and by training designed to improve cognition or cognitive awareness.

Diagnostic error can be substantially reduced, but never eradicated.


BACKGROUND

At the 1998 Annenberg Conference on Patient Safety, Nancy W. Dickey, MD, past president of the American Medical Association, asserted that “the only acceptable error rate is zero.” Gordon M. Sprenger, CEO of the Allina Health System and chair of the American Hospital Association Board of Trustees, reiterated this theme at the 2001 Annenberg safety colloquium: “Let’s be absolutely clear on this: The goal of the patient safety movement must be to eliminate all errors. This is like climbing Mount Everest, but it must be our goal and it can be done.”

Diagnostic errors comprise a substantial and costly fraction of all medical errors. In the Harvard Medical Practice Study of hospitals in New York State, diagnostic errors represented the second largest cause of adverse events. Similarly, diagnostic errors are the second leading cause for malpractice suits against hospitals. A recent study of autopsy

The search for zero error rates is doomed from the start.

—DONALD M. BERWICK

Stimulated by the Institute of Medicine report To Err is Human, published in 1999, the health care industry is rapidly mobilizing to address the problem of preventable errors in medicine. Although the direction in which we need to move is clear, the ultimate objective needs better definition. If we wish to reduce errors in medical care, what is the appropriate goal?
findings identified diagnostic discrepancies in 20% of cases, and the authors estimated that in almost half of these cases knowledge of the correct diagnosis would have changed the treatment plan.\(^7\)

Given their enormous human and economic impact, the complete elimination of diagnostic errors would seem to be an appropriate and worthwhile goal. The purpose of this review is to consider the available evidence regarding the feasibility of this endeavor. We approach this question by first identifying three major types of diagnostic errors. For each type, we then consider possible approaches to decreasing the incidence of diagnostic errors. Finally, we examine whether there are any practical or theoretical limits that would preclude us from eliminating diagnostic errors altogether.

**Types of Diagnostic Errors**

The nature of clinical decision making has been clarified over the past several decades, and a variety of systems have been proposed to classify diagnostic errors.\(^8\)–\(^15\) For the purposes of this discussion, we postulate that every diagnostic error can be assigned to one of three broad etiologic categories (Table 1):

- **“No-fault errors,”** following Kassirer and Kopelman, include cases where the illness is silent, or masked, or presents in such an atypical fashion that divining the correct diagnosis, with the current state of medical knowledge, would not be expected.\(^13\) Other examples would include the rare condition misdiagnosed as something more common, and the diagnosis missed because the patient does not present his or her symptoms clearly. A diagnosis missed or delayed because of patient noncompliance might also be viewed as a no-fault error.

- **System errors** reflect latent flaws in the health care system. Included in this category are weak policies, poor coordi-

<table>
<thead>
<tr>
<th>Categories of Diagnostic Errors</th>
<th>Error Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-fault errors</td>
<td>Missed diagnosis of appendicitis in an elderly patient with no abdominal pain</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Missed diagnosis because the patient is inconsistent or confusing in presenting his symptoms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Missed diagnosis of colon cancer in patient who refused screening colonoscopies</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Missed diagnosis of Lyme disease in the era before this was recognized as a specific entity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wrong diagnosis of a common cold in a patient ultimately found to have mononucleosis</td>
<td></td>
</tr>
<tr>
<td>System errors</td>
<td>Wrong diagnosis of urine infection from urine left too long before culture</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Missed colon cancer because flexible sigmoidoscopy performed instead of colonoscopy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Abnormal test results not appreciated because patient missed scheduled appointment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fracture missed by emergency department staff (radiologist not available)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delay in diagnosis of lung cancer due to inefficient coordination of outpatient care</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diagnoses missed by trainees (supervising attending physician not available)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Abnormal test results detected but not followed up</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delay or missed diagnosis because testing not approved by patient’s plan</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delay in diagnosis of pulmonary embolus—nuclear medicine section not open on weekends</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delays in diagnosis related to new trainees’ not knowing how to navigate the system efficiently</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sustained backlogs in reading X-ray films leading to delayed or wrong diagnoses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delay of inpatient diagnosis: ward team not informed patient was admitted</td>
<td></td>
</tr>
<tr>
<td>Cognitive errors</td>
<td>Wrong diagnosis of ventricular tachycardia on ECG with electrical artifact simulating this arrhythmia</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Missed diagnosis of breast cancer from failure to perform breast examination</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Failing to perceive the lung nodule on a patient’s chest X-ray</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wrong diagnosis of degenerative arthritis (no further tests ordered) in a patient with septic arthritis</td>
<td></td>
</tr>
</tbody>
</table>
nation of care, inadequate training or supervision, defective communication, and the many system factors that detract from optimal working conditions, such as stress, fatigue, distractions, and excessive workload. These problems can affect all the diagnosticians in the involved health care system.

- Cognitive errors are those in which the problem is inadequate knowledge or faulty data gathering, inaccurate clinical reasoning, or faulty verification. Examples include flawed perception, faulty logic, falling prey to biased heuristics, and settling on a final diagnosis too early. These are all errors on the part of an individual diagnostician.

Each of these three categories of diagnostic errors carries its own prognosis for error reduction, and we consider them each in turn.

**No-fault Errors**

Lucky is the patient (and his or her physician) whose disease presents in classical textbook fashion. For many conditions the classical presentation is the exception and the spectrum of possible disease presentations is broad. An example is the classical “thunderclap” headache of subarachnoid hemorrhage. This prototypical finding is only present in 20–50% of patients, and failure to appreciate the various other ways that such patients may present accounts for a substantial fraction of the patients with subarachnoid hemorrhage in whom the diagnosis is missed. Analogously, patients over 80 years old are more likely to have atypical presentations of myocardial infarction than the typical chest pain that is the hallmark of a heart attack in younger patients.

Every week, the *New England Journal of Medicine* entertains and instructs clinicians with the “Case Records of the Massachusetts General Hospital.” In this venerable exercise, a case is presented to an expert clinician, who is challenged to identify the “correct” diagnosis. Many of the factors that contribute to diagnostic errors in everyday life have been carefully eliminated in these vignettes: There are no lab errors, no chance to fail to perceive the crucial finding, the clinician has the luxury of time to research all the relevant possibilities, and the diagnosis is made in the absence of everyday stress, fatigue, and distractions. Even in this idealized setting, however, the correct diagnosis is often missed. In the cases presented from 1989 to 1996, the error rate among all case discussants was 25% (excluding cases analyzed by the diagnostically gifted physicians from the presenting hospital, who had an error rate of only 5%). In most cases these errors reflect the unusual ways in which even common conditions can manifest, and in some cases the illness being discussed may even represent a new disease, or a new variant. These no-fault errors are probably over-represented in cases chosen to be diagnostic challenges, but the ability of diseases to remain silent or present in atypical fashion is encountered in every clinical setting.

**Can we reduce no-fault diagnostic errors?** To the extent that no-fault diagnostic errors represent shortcomings of medical knowledge or testing, it is a virtual certainty that these errors will decrease over the long term as knowledge advances. Before the appreciation of Lyme disease as a specific entity and our ability to specifically test for the condition, all of these cases were misdiagnosed as, for example, atypical rheumatoid arthritis. The evolving ability to test for disease at a point when the clinical manifestations are minimal or absent is another way in which no-fault errors will be reduced. Consider the ability to detect pre-symptomatic cancer with appropriate screening tests, or the ability to detect silent hyperparathyroidism from the routine measurement of serum calcium. These examples illustrate the concept that advances in medical knowledge and disease detection will inevitably reduce the number of no-fault errors. This process may even accelerate as we become increasingly able to use genetic markers to detect disease predispositions before there are any clinical manifestations.

**Can we eliminate no-fault diagnostic errors?** As a practical matter, it seems unlikely that we will ever have a complete enough armamentarium to test for every possible disease. There will always be patients whose disease exists in a silent, preclinical stage, eluding detection. In other patients, the disease may be clinically manifest, but present in such an atypical fashion that the true diagnosis is missed. A final likelihood is that new diseases or new pathogens, or new side effects of yet-to-be invented medications, will emerge over time. The first patients to develop these novel entities will be misdiagnosed until the new syndromes are defined and characterized.

Other immortal no-fault errors are those arising from the use of normative approaches to choose the most likely diagnosis. For example, when faced with uncertainty, the normative approach suggests we should pick as a working diagnosis the entity with the highest likelihood. Averaged over all diagnoses this will produce the highest number of correct ones. As emphasized by Arkes, however, using the normative approach guarantees that, with some regularity, the clinician will choose the most likely diagnosis instead of the correct one. It is inevitable that a more rare condition will sometimes exist in cases where we suspect something more common. Although technically this should be considered a cognitive error, it is inappropriate to fault the clinician whose diagnosis is wrong as a result. As Arkes concludes, “There is no solution to the problem, which is an unavoidable consequence of the probabilistic nature of the relationship between disease and symptoms.”

Reducing Diagnostic Errors, continued
Several patient-specific factors contribute to the impossibility of eliminating no-fault diagnostic errors. One of these is patient noncompliance. Although many interventions are under way to improve compliance with medical care and participation in screening programs, patients’ compliance is never guaranteed. Their ultimate participation, or lack of participation, in medical care may be influenced by busy personal schedules, religious beliefs, attraction to alternative medicine, or distrust.

A second patient-related factor contributing to no-fault errors is the inherent variability in how patients perceive and describe their states of health or their active symptoms. The information a patient gives may be confusing, contradictory, or inaccurate. Without understanding each patient’s personal background, context, and belief systems, it may be impossible for the physician to accurately comprehend the true state of affairs.

This problem illustrates the philosophical argument of “necessary fallibility” presented by Gorovitz and MacIntyre. This concept applies to all fields of cognitive endeavor, including clinical reasoning in medicine, and suggests that ultimately the state of the world is too complex to be fully knowable: “It is inherent in the nature of medical practice that error is unavoidable, not merely because of the limitations of human knowledge or even the limits of human intellect, but rather because of the fundamental epistemological feature of a science of particulars.” Science can never predict the exact course of a hurricane because of the infinitely many interacting environmental and topographical attributes. Similarly, medical diagnosticians will be forever challenged by the subtle and unknowable interplay of variables (in the disease agent, in the host response, in the environment, in how the patient describes his or her symptoms, in testing, and even in the physician’s powers of observation) that determine how a disease will present itself. Kennedy has argued that the state of uncertainty surrounding clinical decision making is so profound and pervasive that it may be inappropriate to judge the quality of medical diagnosis using the usual standards of rational decision making.

System Errors

The prevailing paradigm acknowledges that error in medical care has two distinct roots: At the “sharp end” is the individual provider who interacts with the patient and makes the mistake. At the “blunt end” are the latent flaws in the health care system that provide the setting, the framework, and the predisposition for the error to occur. Blunt-end factors include the system’s organizational structure, culture, policies and procedures, the resources provided, the ground rules for communication and interaction, and performance detractors such as excess provider workload.

Can we reduce diagnostic errors related to system issues?

Reflecting work by Reason, Leape, and others, the dominant role of system factors has assumed center stage in both understanding and correcting errors in medicine. As summarized by Bogner, “a systems approach is necessary to effectively address human error in medicine,” and this theme was repeatedly endorsed in the Institute of Medicine report, To Err is Human. Compared with error-improvement strategies that focus on individual providers, system-level changes have the advantage of potentially decreasing error rates for all involved providers, and over extended periods of time.

Laboratory errors provide an example of how powerful system interventions can be in reducing diagnostic errors. The scope and accuracy of medical diagnosis increased dramatically in the 20th century in parallel with the emergence of laboratory testing and other diagnostic tests, such as X-rays and electrocardiograms. In the beginning, however, the accuracy and reliability of medical testing varied widely. A survey in 1949 of 18 leading clinical laboratories in Connecticut found that over one third of the clinical lab results were unacceptable. Similarly, a mid-century national survey by the Centers for Disease Control and Prevention estimated that more than a fourth of all laboratory testing results nationwide were unacceptable. This problem eventually resulted in standardization and regulation, inspection, and insistence on quality control. Although lab errors are still with us, they are now rare as a result of such changes.

Diagnostic errors related to delays are common and represent a large area where system interventions could be effective. Delayed diagnosis often reflects inefficiency in diagnostic evaluation, suboptimal coordination of care, or lack of effective communication. These are all system factors that can be optimized through attention to system design and performance.

Can we eliminate diagnostic errors related to system issues?

Despite great hope for reducing diagnostic errors related to system-dependent factors, it will not be possible to totally eliminate system-related errors. At least four factors support this conclusion:

- System improvements degrade over time. Permanent improvement remains the ideal, but new policies are eventually forgotten, organizational changes vary with the assigned staff, and the enthusiasm for improvement wanes.
- The “fix,” though correcting the old problem, may introduce entirely new opportunities for error.
- Systems must necessarily evolve in step with the evolution of health care technology and management. Systems will develop and mature along a learning curve, and system repairs will always, to some extent, lag behind and fall short of achieving perfection.
• Whereas the ideal fix would eliminate the chance for errors, in practice we often encounter tradeoffs: the opportunity for errors is reduced in one system, but increased in another. A current example is the movement to limit the number of hours resident trainees can work without rest or sleep. Although limits on work hours may decrease errors related to fatigue, new problems may arise from the inevitable hand-offs created by new coverage systems and new problems of coordinating care when the physician who knows the patient best is now present only eight to 12 hours of the 24-hour work day.\(^{35,36}\) A related weakness has been pointed out by Perrow:

Fixes, including safety devices, sometimes create new accidents, and quite often merely allow those in charge to run the system faster, or in worse weather, or with bigger explosives.\(^ {37}\)

Signal detection theory illustrates the inevitability of tradeoffs. Originally introduced to describe the perceptual performance of radar operators, signal detection theory can describe any situation in which a yes–no decision is made. For example, the radiologist must decide whether a chest X-ray shows a tumor or is normal. Problems arise, however, for tumors that are difficult to appreciate, and when chance confluences of normal shadows can simulate a tumor when none is there. The radiologist must choose a threshold beyond which the report will indicate a tumor is present. With a lower threshold, the radiologist will have a higher sensitivity in detecting tumors, but at the expense of more false positives. With a more stringent threshold, false alarms will be minimized, but at the expense of missing some tumors.

Health system planners need to seek the right balance point, one that reduces errors optimally across the whole system, taking into account the tradeoffs that inevitably arise. Consider the need for communication between the emergency room and the admitting ward: Too little communication risks poor coordination of care, and too much would bog down both areas, leading to other errors. Physician “alerts” of abnormal labs are another example: If there are too few “alerts” some lab abnormalities may be missed, but if there are too many, the “alert” loses its functional significance. The difficulty of optimally allocating medical resources is a final example: Fixing a system problem in one area should not consume so many resources that other areas become vulnerable. The existence of errors may sometimes indicate a need for change, or may just suggest the need to re-evaluate the balance point of tradeoffs that were used to set the initial policy.

Cognitive Errors

**Perception.** Diagnosis begins with perception. The physician must identify the physical findings, the pathologist must recognize the abnormalities of histology, and the radiologist must perceive the differences between normal and abnormal densities. The available evidence suggests that even in this first stage of the diagnostic process, seemingly the simplest and most straightforward, errors occur at nontrivial rates. For example, Berlin has summarized the studies of diagnostic errors in radiology, finding rates that range from 4% in clinical practice series (large numbers of normal films) to 30% in prospective studies incorporating larger numbers of abnormal films.\(^ {38}\) In 80% of these cases, abnormal details were not perceived, and in 20%, abnormal details were identified but misinterpreted.\(^ {39}\) Expertise in the type of visual diagnosis used by radiologists seems to involve an interaction of two distinct components: visual perception and domain-specific knowledge of both the normal expected findings and all possible abnormal findings.\(^ {40}\) Variability in the physical examination is a related problem that detracts from the accuracy of diagnosis.\(^ {41}\)

**Hypothesis generation.** The initial information base often cues strongly matching candidate diagnoses, or a likely clinical framework for analysis. If this process occurs without much deliberate effort, other reasonable possibilities may not be similarly generated. An example is the patient who presents to the emergency department with chest pain from a dissecting aneurysm. The clinician may mistakenly conclude that the patient has pain related to myocardial ischemia and miss the diagnosis of dissecting aneurysm because myocardial ischemia is much more common, and therefore more “available” in memory.

Medical diagnosis is a specialized example of decision making under uncertainty. In familiar contexts, clinicians make decisions without much conscious deliberation, and medical experts routinely practice in this fashion. Clinicians typically use a variety of heuristics, or rules of thumb, for efficiently arriving at decisions in the face of limited time or data.\(^ {42–44}\) For example, diagnoses are established using heuristics based on representativeness, availability, or extrapolation. The power of heuristics is enormous, allowing clinicians to navigate the diagnostic challenges of everyday life and make effective decisions, usually accurate, in real time when arduous working out of probabilities is not possible. Heuristic solutions free up cognitive resources so that they can be applied toward other demands. The price for using these powerful tools, however, is predictable error reflecting the inherent biases associated with each of these heuristics.\(^ {42}\)

**Data interpretation.** The probability of the initial hypothesis is adjusted upwards or downwards using test results to calculate a new probability using Bayes’ theorem.\(^ {19}\) Unfortunately, few clinicians are skilled in using Bayes’ theorem, and in practice it is probably more common for tests to be interpreted without taking into account the characteristics (sensitivity and specificity) of the test itself.
Verification. Clinicians, like all decision makers, strongly favor their initial hypotheses and often stop searching for additional possibilities. This tendency leads to a number of cognitive errors collectively referred to as premature closure. This includes factors such as overconfidence and confirmation bias, which foster the tendency to favor confirming evidence over counter-evidence that might exclude the diagnosis. Another problem is posed by the patient with two or more medical disorders: Clinicians from their first days of training are exhorted to search for unifying explanations of a patient's multiple symptoms. Occam's razor specifically instructs the clinician that it is more likely for a single disease to explain multiple symptoms than it is for multiple diseases to do so. The test of time has confirmed the wisdom of this chestnut, but it will obviously lead to diagnostic errors in those patients who truly have more than one active process.

Can we reduce cognitive errors? In selecting the title for their seminal work on medical errors, the Institute of Medicine identified the essential conundrum we face. To Err is Human captures a feeling of inevitability. The thought suggests that we can never eliminate errors as long as we are human. Is it possible to improve perception, memory, or decision making? In this section we consider this question from two perspectives. First we address efforts to directly improve cognition. We then consider an alternative, indirect approach, attempting to improve diagnostic accuracy using a systems-related approach.

A. Improving cognition directly

Can we train better thinkers? Bordage argues that we can begin to train better diagnosticians by improving the quality of training in physical diagnosis. By teaching discriminative skills and by providing more examples and repetition, students can improve their clinical decision-making skills.

Can we learn to avoid biased judgment? Biased judgment is common in clinical reasoning. There are some isolated reports of success in reducing the likelihood of bias. Larson et al., for example, found that the diagnoses made by medical trainees instructed about the pitfalls of premature closure were more accurate than those made by peers who were not similarly trained. Short-term success was also identified after students completed a course in statistics, showing improved ability of the students to analyze statistical problems. In contrast, similar transference could not be demonstrated for courses in logic, and Regehr and Norman have concluded that, in general, effective ways to teach students how to avoid the pitfalls of using heuristics have yet to be identified.

Even with highly specialized training, physicians are limited by a cognitive system that has evolved to be good at certain kinds of tasks and that faces predictable pitfalls. In the domain of hypothesis generation and problem solving, human cognition has evolved mechanisms that allow for efficiency at the expense of various forms of creativity. For example, people sometimes fail to notice analogies to prior experience. In a study by Gick and Holyoak, for example, people were first shown a solution to a military problem that involved marching several platoons simultaneously down multiple roads that led to an attack site so that they all arrived at once. When presented, minutes later, with a problem in which they needed to find a way to irradiate a tumor without damaging surrounding tissue, they failed to notice the analogy.

Problem-based learning. Medical educators have tried to improve diagnostic reasoning through innovative curriculum changes that emphasize skills in clinical reasoning. The best-studied example has been the change to problem-based learning at many leading institutions. For the major part of the past century, medical knowledge was taught to students one subject at a time, proceeding from basic subjects such as anatomy and biochemistry in the first year to more advanced subjects such as pathophysiology in the second year. In this framework, medical decision making was not taught as a separate course, but evolved as the student's knowledge base expanded and the opportunity for clinical contact with patients increased in the third and fourth years. In contrast, the problem-based learning approach exposes students to clinical problems from the very start. A basic hypothesis of this approach is that clinical decision making involves specific skills and that these can be learned and applied effectively to novel clinical situations, independent of learning the subject matter (anatomy, biochemistry, etc.) first. The impact of problem-based learning was critically reviewed recently by Colliver. Only three studies of problem-based learning were identified that used random assignment of medical students to training condition, and none revealed any clear advantage of problem-based learning in terms of the scores on standardized exams or overall performances. In studies involving self-selection into a problem-based curriculum, however, there was evidence for a positive impact: At Rush Medical College at the end of a seven-month exposure to problem-based learning, students gave more accurate diagnoses and provided reasoning chains that were more comprehensive and elaborated compared with students in the standard curriculum. Similarly, students in the problem-based learning track at Bowman Gray School of Medicine of Wake Forest University had board scores comparable to those of students in the standard track, but scored better on scales assessing factual knowledge, ability to perform the history and physical exam, deriving a differential diagnosis, and
organizing and expressing information. Elstein, Norman, and others have advanced the concept of “content specificity” to explain the general failure of problem-based learning to produce superior diagnosticians: Experts have knowledge that is more extensive and better integrated.

Metacognitive training. Ultimately, accurate diagnosis requires not only extensive domain-specific knowledge and sophisticated skills in clinical reasoning, but also the ability to be actively aware of how effectively one is thinking. Baron describes one application of this process, the ability to preserve active open-mindedness:

Good decision making involves sufficient search for possibilities, evidence, and goals, and fairness in the search for evidence and in the use of evidence. . . . People typically depart from this model by favoring possibilities that are already strong. We must make an effort to counteract this bias by looking actively for other possibilities and evidence . . . actively open-minded thinking.

Baron goes on to present evidence that individuals who practice open-minded thinking show reduced tendencies to have cognitive biases and produce “better” decisions.

Clinical educators adopt this approach when they emphasize to their students the importance of deriving a complete differential diagnosis. This ensures that multiple possibilities are considered, at least at the outset of the search for the diagnosis. A simple strategy that may also work to promote actively open-minded thinking is the “crystal ball experience,” a device used by military trainers to promote open-minded thinking.

In this exercise, the participants are asked to devise a plan to achieve a particular objective. After presenting the plan they are told that, according to the crystal ball which can foresee the future, this plan won’t work. What plan would they suggest instead? This promotes the active examination of flaws in the original plan and a search for alternatives. All good bridge players know this strategy, but too few clinicians do.

B. Adopting systems solutions to cognitive errors

Independent of our ability to improve cognition directly, it should be possible to improve diagnostic accuracy indirectly by a systems-level approach. Changes at the systems level can compensate for the predictable patterns of thought that lead to error.

Improving perception. The way data are presented can have a profound influence on how easily abnormalities are detected. Highlighting abnormal laboratory test results makes them easier to detect when they are presented in a list with many normal test values. Similarly, perception is enhanced by graphic presentations and presentations that facilitate recognition of trends. The future holds great promise for similar advances in enhancing perception using technologic advances that incorporate such principles of human-factors engineering. An alternative approach is to supplement human perception using computer-aided diagnosis. Jiang et al. recently demonstrated the potential to improve the radiologic detection of cancer in reading mammograms: Computer-aided diagnosis improved both the sensitivity and the specificity of this test more than did independent readings by two radiologists.

Availability of expertise. Emergency department physicians misinterpret 1–16% of plain radiographs and up to 35% of cranial tomographic studies. A direct approach to this problem would be to better train these non-radiologists in radiographic interpretation. The indirect, systems-level approach would be to ensure that trained radiologists are available to help interpret these studies, the approach endorse by the American College of Radiology. Supporting the systems-level approach, Espinosa and Nolan found that the rate of missed findings on X-rays taken in an emergency department was reduced from 1.2% to 0.3% by requiring second reviews of each study by radiologists. Unfortunately, only 20% of U.S. hospitals have radiology staff present 24 hours a day. Alternative approaches include using tele-radiology to assist front-line clinicians, or on-site radiology trainees. The relative impacts of these three interventions are still being evaluated.

Second opinions. Second opinions have proven to be a valuable strategy for reducing medication errors. The Institute for Safe Medication Practices endorses the use of second checks for complex or risk-prone medication requests such as parenteral nutrition, chemotherapy, or neonatal therapeutics. This same approach might similarly be used to reduce diagnostic errors. Kronz and coworkers studied the potential benefit of this idea by requiring a second opinion on every surgical pathology diagnosis referred to the Johns Hopkins Hospital over a 21-month period. The second opinions led to clinically relevant changes of the diagnoses in 1.4% of 6,171 cases. In selected types of cases, the corrected error rates were even higher: 5.1% in tissue from the female reproductive tract, and 9.5% in serosal samples.

Clinical guidelines and clinical decision-support systems. Given the documented variability in the extents to which clinicians act coherently and in accord with the laws of probability, it is reasonable to hope that clinical practice guidelines could reduce the rate of diagnostic errors. Guidelines standardize the approaches to clinical problems and minimize the variability in response patterns. To the extent that
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they incorporate appropriate base rates of disease, apply correct probability estimates, and minimize the errors induced by the use of heuristics, guidelines should in theory improve the accuracy of diagnosis and management.60 Guidelines, however, are themselves heuristics, and so they cannot provide a full solution. In addition, clinicians in practice are sometimes unaware of guidelines relevant to their patients, and even when they are aware, often do not follow the guidelines appropriately. Ionnidis and Lau recently provided an evidence-based review of the efficacy of guidelines and other interventions designed to reduce medical errors.61 Although guidelines reduced errors in treatment and prevention settings, this was not the case when guidelines were used to reduce diagnostic errors. In the only methodologically acceptable study they identified regarding diagnostic errors, the use of a clinical guideline actually increased the rate of missed radiologic fractures in an emergency department.62

Probably the most promising approach to improving diagnostic accuracy is to incorporate decision aids directly into the active practice of medicine using computer-assisted “expert systems.” Examples where clinical decision-support systems excel are numerous, including improved compliance with guidelines, improved antibiotic utilization, and improved use of preventive health measures.63 Hunt et al. recently provided an evidence-based review of clinical decision-support systems, identifying 68 published evaluations that reported patient outcomes or changes in provider behaviors. Studies were grouped into four categories: drug dosing, preventive care, clinical diagnosis, and general process of care. Overall, two thirds of the studies showed positive impacts on patient outcomes or provider behaviors, but, interestingly, none of the four studies of diagnosis (three on abdominal or chest pain, one on pediatric primary care problems) were positive.64 The reasons diagnostic processes were not improved in these studies are not clear, but there are both theoretical and practical limitations on the input data set that might limit the functionality of expert systems. The quality of the input data set is critical in determining the quality of the hypotheses the expert system will generate. In practice, clinicians may not have the time to input all of the data needed. A greater concern, identified by Regehr and Norman, is that the input data set may be biased by any initial hypotheses that were being entertained.10 As emphasized by Bordage, we tend to see what we are looking for.9 Thus, cognitive shortcomings can undermine potential improvements from system changes.

Can we eliminate cognitive errors? The first insurmountable barrier in eliminating cognitive errors is the impossibility of knowing all of the relevant facts all of the time. We discussed this issue earlier, and classified it as a no-fault error in the sense that much of this uncertainty lies outside the diagnostician’s control.

Even if we could know all the relevant facts, we would be unable to process them quickly. The limitations of human information processing have been described in Simon’s “principle of bounded rationality.”65 According to Simon,

Because of the limits on their computing speeds and power, intelligent systems must use approximate methods. Optimality is beyond their capabilities; their rationality is bounded. . . . Human short-term memory can hold only a half dozen chunks, an act of recognition takes nearly a second, and the simplest human reactions are measured in tens and hundreds of milliseconds, rather than microseconds, nanoseconds, or picoseconds.

A direct consequence of bounded rationality is the inevitability of diagnostic errors: “When intelligence explores unfamiliar domains, it falls back on ‘weak methods,’ which are independent of domain knowledge. People ‘satisfice’—look for good-enough solutions—instead of hopelessly searching for the best.”66

This applies to the use of heuristics, which are enormously powerful, yet inherently flawed. James Reason, the British psychologist who has studied human error extensively, summarizes the problem perfectly: “Our propensity for certain types of error is the price we pay for the brain’s remarkable ability to think and act intuitively.”67 Heuristics play the odds: Sometimes, particularly under unusual circumstances, these rules of thumb lead to wrong decisions. The theme of tradeoffs, which comes up so often in the context of improving decision making, is especially appropriate to the use of heuristics, which inherently involves the tradeoff between efficiency and accuracy. Finally, the heuristics themselves, and for that matter any cognitive process contributing to decision making, can be misapplied, particularly if we are fatigued, distracted, stressed, or unfamiliar with the condition in question.

Studying some of the major industrial catastrophes of our time, Perrow identified an additional argument for the inevitability of diagnostic errors. In his “normal accident theory,” he concludes that systems that are tightly coupled, with complex and hidden interactions, will inevitably produce accidents.15 Although Perrow did not study medical mishaps, we propose that medical diagnosis involves analogous processes that are hidden and complex. The diagnostic process is very much a black box, in which the physician applies imperfect knowledge to somehow make sense out of a case presentation and lab data that are typically nonspecific and incomplete. Moreover, it is probably rare that the physician applies an appropriate amount of strategic mental monitoring to make sure all these cognitive processes are accurate and appropriate. In this framework, diagnostic errors may be as inevitable as those that befall nuclear power plants, aircraft, refineries, and mines.
CONCLUSIONS

As the second leading cause of medical error, diagnostic error is a major health care concern and worthy of much more attention than it has received. The sentinel-event registry established by the Joint Commission on Accreditation of Healthcare Organizations (JCAHO) does not even track diagnostic error as a category. Likewise, of the 79 practices recently evaluated by the Agency for Healthcare Research and Quality that might decrease medical errors, only two directly or indirectly deal with diagnostic errors. Diagnostic error has probably remained in the background of the current dialogue on medical error because the causes are more subtle and the solutions are less obvious than they are for problems such as medication error and wrong-site surgery.

Another reason to focus on reducing diagnostic error is that, in contrast to other types of medical errors, there is little opportunity to minimize the impact on the patient once the error is made. The emphasis must be on preventing the error in the first place.

The potential for reducing or eliminating diagnostic errors in each of the three main categories (no-fault, system-related, cognitive) is summarized in Table 2. With regard to reducing diagnostic errors, there is clearly reason to be optimistic: In each of the three categories the potential to reduce diagnostic errors is both real and achievable. Even no-fault errors are likely to diminish over time as we are increasingly able to detect diseases in preclinical stages and illnesses with atypical presentations.

Experts uniformly advocate a focus on identifying and repairing latent system flaws as the most productive approach to improving the safety of medical care, and our analysis suggests this approach would also reduce diagnostic errors. Latent flaws in the health care system that contribute to diagnostic errors should be studied and addressed. Areas that should be targeted for intervention include supervision of trainees, availability of expertise, coordination of care, communication procedures, training and orientation, quality and availability of tests, suboptimal thinking environments (those producing undue stress, fatigue, distractions, excessive...
workload), and inefficient processes that lead to delays in diagnosis.

In contrast, the possibility that we could reduce diagnostic errors by focusing on cognitive elements has remained largely unexplored. This may reflect the general sentiment of the current performance improvement literature, which presents system-level approaches as the preferred route to achieve organizational excellence, as opposed to approaches to change how people think. This skepticism regarding cognitive interventions was recently captured by Nolan: “Although we cannot change the aspects of human cognition that cause us to err, we can design systems that reduce errors and make them safer for patients.”

We would like to make the case that there may be substantial potential for improving the cognitive component of medical diagnosis, and propose that this should be a major research focus to improve patient safety. There are many potential avenues of exploration: training to improve metacognition, courses on diagnostic reasoning and pitfalls, and second-generation problem-based learning approaches that build on the lessons learned from the successful first-generation programs.

Even if we are not yet able to improve cognitive performance per se, it may be possible to apply systems solutions to problem-prone cognitive tasks such as perception or differential diagnosis. Examples include mandated “second readings,” enhanced availability of subject-matter experts, improved supervision of trainees, and developing more effective guidelines and clinical decision-support systems. We acknowledge, however, that virtually none of the approaches outlined have been validated in practice, and several have little more than anecdotal support from fields outside medicine. The field is just being defined, and the opportunity for improvement in this direction is large.

In thinking about how to reduce diagnostic errors, a recurring theme is the problem of tradeoffs. We can be more certain, but at a price, be it dollars, effort, or time (Figure 1). Where should we set the bar? We can keep an open mind, we can perform a more extended search for possibilities, we can be more careful in interpreting and assessing data. At some point, however, these strategies become too expensive, or even self-defeating. For example, we can attempt to rule out every possibility in a given case, but this can lead to excessive testing, with its own risks and costs to the patient, and also the likelihood that on occasion a false-positive test result will lead us astray. Increased monitoring of cognition would also systematically increase delays in reaching a diagnosis, as extra tests and treatments are ordered to increase certainty. Decision making slows if we superimpose cognitive or systemic checks and balances—can we afford this?

At least in some cases the answer is, surprisingly, “Yes.” For example, mandatory second opinions before certain types of elective surgery reduce the number of unnecessary operations, saving two to four dollars for every dollar spent. Is it possible that programs that mandate second readings in pathology or radiology might realize similar savings? The possibility that optimizing diagnostic accuracy might actually be the most efficient approach is not a new concept: Consider how easy it is for the expert to solve a problem, compared with the labor-intensive approach taken by the novice (Figure 1). Although we shouldn’t forget the years of training needed to develop expertise, once it exists, we should design our systems to take advantage of experts’ skills, to achieve highly accurate diagnoses with the least effort and cost.

Whereas the potential to reduce diagnostic errors is real and substantial, we conclude that eliminating such errors is not a realistic goal. There are fundamental and insurmountable factors that preclude this possibility. We should focus instead on increasing the visibility of diagnostic errors in the current patient safety dialogue, prioritizing opportunities to reduce diagnostic errors wherever we can, and setting research priorities to study potential avenues for improving
diagnostic accuracy in the future, such as interventions aimed at improved cognition.

This work was supported by a grant from the National Patient Safety Foundation.

REFERENCES


