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Clinicians and researchers have long envisioned the day when computers could assist with difficult decisions in complex clinical situations. The first article on this subject appeared in the scientific literature about 60 years ago,1 and the notion of computer-based clinical decision support has subsequently been a dominant topic for informatics research. Two recent Viewpoints in JAMA highlighted the promise of deep learning in medicine.2,3 Such new data analytic methods have much to offer in interpreting large and complex data sets. This Viewpoint is focused on the subset of decision support systems that are designed to be used interactively by clinicians as they seek to reach decisions, regardless of the underlying analytic methodology that they incorporate.

With the evolution of digital and communication technologies plus innovative software methods, the ability to offer high-quality support to clinicians has resulted in impressive new capabilities and several commercial products. For example, many decision support tools are built into medical devices, creating new ways to visualize or interpret data that are provided to expert users. Artificial intelligence programs, which are increasingly based on a variety of machine learning and natural language processing methods, are especially prominent in these data interpretation and text mining settings.

Why, then, do clinical decision support systems (CDSSs) designed for direct interactive use by clinicians
have challenges of credibility and adoption when the literature has been replete for 4 decades with studies that present computing systems demonstrating diagnostic accuracy that rivals the performance of expert clinicians.\(^4,^5\) The reasons are varied and reflect the realities and complexities of clinical practice. Biomedical informaticians have long understood those reasons, recognizing the spectrum of capabilities and characteristics that must be incorporated into a CDSS if it is to be accepted and integrated into routine workflow:

- **Black boxes are unacceptable:** A CDSS requires transparency so that users can understand the basis for any advice or recommendations that are offered.

- **Time is a scarce resource:** A CDSS should be efficient in terms of time requirements and must blend into the workflow of the busy clinical environment.

- **Complexity and lack of usability thwart use:** A CDSS should be intuitive and simple to learn and use so that major training is not required and it is easy to obtain advice or analytic results.

- **Relevance and insight are essential:** A CDSS should reflect an understanding of the pertinent domain and the kinds of questions with which clinicians are likely to want assistance.

- **Delivery of knowledge and information must be respectful:** A CDSS should offer advice in a way that recognizes the expertise of the user, making it clear that it is designed to inform and assist but not to replace a clinician.

- **Scientific foundation must be strong:** A CDSS should have rigorous, peer-reviewed scientific evidence establishing its safety, validity, reproducibility, usability, and reliability.

Health care is a particularly challenging domain for decision support. A CDSS requires strong analytical capabilities that can function effectively in a domain where the understanding of causal mechanisms and relationships is still incomplete and where uncertainty, and an approach to managing it, is accordingly inevitable. A CDSS must provide valid support while simultaneously addressing the list of demanding requirements to help ensure a system's adoption by clinicians. For example, effective decision support capabilities are often those that avoid additional data entry tasks, such as a CDSS that acquires the bulk of the data needed for analyzing a case through integration with an electronic health record (EHR). Today's EHRs have not made this easy because they generally lack the cross-platform transparency and standards that would be needed for a single CDSS to be tightly integrated with multiple EHR products or implementations.

Different decision-making tasks often pose different challenges for a CDSS. For example, a system de-
Signed to assist with clinical diagnosis is very different from one that is intended to assist with therapy planning. A CDSS for diagnosis can generally be built on linkages between clinical data and gold standards for accuracy (eg, biopsies, autopsies, biomolecular markers, or surgical findings). But in formulating a therapeutic plan, especially in complex settings, there is often no gold standard, and there may be disagreement, even among experts. For example, an early study evaluated a program designed to assist with the selection of antibiotic therapy for patients with meningitis prior to the identification of the specific infecting organism by the laboratory. Results showed that none of the infectious disease experts in the study (including the program) suggested a regimen that was judged acceptable more than 70% of the time (as determined by a separate expert panel that assessed all suggested therapies without knowing which was offered by the computer program). This highlights that for many decisions there is no single “right answer.”

There are resulting implications for the design of studies to evaluate a CDSS that offers therapeutic advice rather than a diagnosis. The same can be said for any program that recommends actions (eg, how to evaluate a patient with a specific abnormality). If a therapeutic advice system and an expert clinician reach different conclusions about how to manage a specific case, it is not clear that either is “correct.” Both plans, or neither, may be reasonable. Studies must accordingly be designed not to determine what is correct but rather how well a system performs on a given task when (blindly) compared with how other clinicians, usually acknowledged experts, perform on the same task.

There are regulatory standards for analytic decision software that is implemented as part of a medical device, such as in closed-loop systems that interpret clinical data and treat a patient without intervention by human intermediaries (eg, processing data from sensors and then making automatic adjustments in medication infusions or ventilator settings). However, there are no such formal standards for decision support software that interacts directly with a clinician who then takes action, potentially influenced by that advice. The US Food and Drug Administration (FDA) first formulated informal policy on this in 1987 and, with ongoing discussion with the community, reaffirmed it in draft guidance to industry and FDA staff in 2017.

How, then, should a CDSS be evaluated? It is generally accepted that a CDSS should provide rigorous evidence of its safety and reliability as well as scientific evidence that the advice provided is similar to or better than the standard of care. Furthermore, the CDSS should provide evidence that it has implemented processes to ensure that the system maintains the currency of its knowledge base and that it is safe to use. Demonstrating product safety requires (1) that there is evidence of a systematic process that identifies predictable errors during product development and then engineers them out; (2) that the developer has established procedures for dealing with unpredictable errors; and (3) that a monitoring system is deployed during use that identifies near-misses or other problems so as to inform product improvement.
Clinical decision support systems are not perfect instruments and will have failures. But a CDSS must be designed to be fail-safe and to do no harm. In addition, equal attention must be paid to evidence of a CDSS’ ease of workflow integration and its usability as measured against the attributes previously noted, without which a CDSS will inevitably fail.

Despite the enthusiasm for exploring the potential of artificial intelligence and decision support in clinical settings, several complexities limit the ability to move ahead as quickly as some may predict. Ongoing work requires realistic recognition of the full set of capabilities that an effective CDSS requires. This includes research on how best to address some important lingering issues and carefully designed and peer-reviewed studies that develop the formal and sequenced evidence that is required in medicine when patients’ lives and well-being are at stake. Valuable systems are already in development or use, and the potential for their effective integration into routine care settings has never been stronger.
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